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Abstract
In digital image editing, environment matting and compositing are fundamental and interesting operations that
can capture and simulate the refraction and reflection effects of light from an environment. The state-of-the-art
real-time environment matting and compositing method is short of flexibility, in the sense that it has to repeat
the entire complex matte acquisition process if the distance between the object and the background is different
from that in the acquisition stage, and also lacks accuracy, in the sense that it can only remove noises but not
errors. In this paper, we introduce the concept of refractive vector and propose to use a refractive vector field as
a new representation for environment matte. Such refractive vector field provides great flexibility for transparent-
object environment matting and compositing. Particularly, with only one process of the matte acquisition and the
refractive vector field extraction, we are able to composite the transparent object into an arbitrary background
at any distance. Furthermore, we introduce a piecewise vector field fitting algorithm to simultaneously remove
both noises and errors contained in the extracted matte data. Experimental results show that our method is less
sensitive to artifacts and can generate perceptually good composition results for more general scenarios.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [COMPUTER GRAPHICS]: Picture/Image
Generation—I.2.10 [ARTIFICIAL INTELLIGENCE]: Vision and Scene Understanding—Modeling and recovery
of physical attributes

1. Introduction

In digital image editing, matting and compositing are two
fundamental techniques [SB96]. The process of matting ex-
tracts a foreground object of arbitrary shape and its related
information from a source image, and the process of com-
positing places the foreground object over an arbitrary back-
ground using the matte to control the contribution. Usu-
ally image matting and compositing techniques can generate
fantastic visual effects, but they have difficulty in handling
transparent objects which often exhibit refraction and reflec-
tion phenomenons. Environment matting and compositing
algorithms were therefore developed, which generalize the
conventional matting and compositing by incorporating the
information of how a foreground object refracts and reflects
light from the environment.

The concept of environment matting and compositing was
first proposed by Zongker et al [ZWCS99]. They demon-
strated the ability of environment matting and compositing
in capturing and rendering the effects of reflection, refrac-

tion, and scatter of light from environment, which greatly
improves the visual reality of resulting images. Since then,
some environment matting and compositing techniques have
been proposed [CZH∗00, MPZ∗02, PD03, WFZ02, ZY04].
Basically, these researches were conducted towards two
goals: higher accuracy and real-time processing. Surpris-
ingly, none of them has taken the distance between the fore-
ground object and the background into consideration during
the matting and compositing processes. Specifically, the ex-
isting environment matting and compositing techniques re-
quire the distance between the object and the background to
remain the same during the matte extraction and the compo-
sition processes. If the distance is changed, the matte has to
be re-extracted. This is very inconvenient since in practice,
when a matte is extracted from one environment and used for
composition in a new environment, the distance between the
object and the new background could be different from that
in the first environment. Perhaps one could scale the back-
ground to an appropriate size and then use the scaled back-
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ground as the input for [CZH∗00] to handle the distance is-
sue. Unfortunately, this simple extension does not work very
well, as shown in Figures 9 and 10. Moreover, the extracted
environment matte data often contains noises that are some
small unwanted perturbations and errors that are salient out-
liers in a certain local region. Although filtering approaches
have been employed in the existing environment matting and
compositing methods to remove noises and have yielded ac-
ceptable composition results, they are incapable of removing
errors.

To overcome these limitations of the existing environment
matting and compositing methods, in this paper, we first in-
troduce the concept of refractive vector and propose to use
a refractive vector field as the matte. Similar to the work
in [CZH∗00], here we assume that the transparent object
is colorless and specularly refractive. This will simplify our
discussion in elaborating our new idea and enable us to focus
on simulating refraction property, which is the most typical
feature of transparent objects. Note that for each point (or
pixel) on the foreground transparent object, there is a ray
originating from the background and hitting on the transpar-
ent object. It then enters the object and eventually exits the
object at the point towards the camera. We reverse all these
rays to form a refractive vector field. Such a refractive vector
field can be regarded as an attribute of the transparent object
and is independent of the background. Once the refractive
vector field is obtained, it is possible to place the object over
a new background with a changing distance to the object
(see Figures 9 and 10). Second, we propose a piecewise vec-
tor field fitting algorithm to refine the refractive vector field,
which can simultaneously eliminate both noises and errors
in the extracted matte data. Experimental results show that,
compared with the existing environment matting and com-
positing methods, our algorithm is less sensitive to artifacts
and can generate perceptually good composition results in
more general scenarios.

The contributions of this paper are twofold. First, al-
though it is not new to study the light transportation route
passing through a transparent medium, to the best of our
knowledge, this is the first work to explicitly use the last
transportation route as the matte data for environment mat-
ting. Second, our contribution lies in the proposed piecewise
refractive vector field fitting, which takes the characteristics
of the refractive vector field into consideration and elimi-
nates both noises and errors effectively.

The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 introduces the new en-
vironment matte, i.e. the refractive vector field, and explains
how it can be used to approximately describe refraction and
reflection effects. The vector field fitting algorithm is pre-
sented in Section 4, which eliminates the artifacts in the ex-
tracted environment matte data. Some compositing experi-
ments of both synthetic objects and real captured objects are

provided in Section 5. Section 6 discusses the limitations of
the proposed method and Section 7 concludes the paper.

2. Related Work

While the conventional matting extracts the opacity value
and color of a foreground object at each pixel, environment
matting is more complicated because it needs to calculate
the refraction and reflection information in addition to the
opacity value and the foreground color. To recover the re-
fraction and reflection information of a transparent object,
a large number of image samples of the object under spe-
cially designed backgrounds are often needed. Zongker et
al [ZWCS99] first proposed to use a sequence of structured
backgrounds to estimate the environment matte data. The
structured backgrounds consist of a hierarchy of finer and
finer horizontal and vertical square-wave stripes. For a back-
ground of k× k pixels, O(logk) images are needed. Later
on, Chuang et al [CZH∗00] proposed two extensions to en-
hance the usability of the environment matting algorithm
of [ZWCS99]. The first extension aimed to improve the ac-
curacy of the matting results by using 2D oriented Gaussian
pattern instead of axis-aligned rectangle to recover light spa-
tial variation and dispersion effects as well as multiple map-
pings of texture, which can better approximate the BRDF
(bidirectional reflectance distribution function) model. The
second extension was targeted to achieve fast/real-time en-
vironment matting by making certain assumptions and sim-
plifying the matting process to the one with only one picture
captured against a special backdrop. The real-time environ-
ment matting is more practical and has been widely used in
many applications. However, this real-time method is sensi-
tive to artifacts, for which the anisotropic filter [PM90] was
used in [CZH∗00] to eliminate the artifacts caused by noises.

There exist other solutions for environment matting and
compositing. Wexler et al [WFZ02] used a probabilistic
model to extract the matte by assuming that each background
pixel has a probability of contributing to the final color of
a certain foreground pixel. Peers and Dutré [PD03] used
wavelet background patterns and wavelet processes to calcu-
late environment matting data. Zhu and Yang [ZY04] intro-
duced a frequency-based method for environment matting.
They calculated the frequency response of foreground pixels
to the time-sequence backdrop based on Fourier analysis. All
of these methods, especially the wavelet method [PD03] and
frequency-based method [ZY04], require a large number of
image samples, which make the capture process very com-
plex and time-consuming.

There are also some interesting researches on transparent
objects by combining environment matting with other tech-
niques. For example, Matusik et al [MPZ∗02] built a com-
plex light stage system, which consists of a turntable, a set
of cameras and lights, and monitors. The system can capture
environment matting under multiple viewpoints and recon-
struct 3D visual hull of transparent objects and their surface
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reflectance field. In this way, a transparent object can be syn-
thesized under new viewpoints, background and illumina-
tions. Moshe et al [BEN03] used a moving camera to capture
a transparent object and tracked some feature points inside
the object. Then, based on the pre-calculated camera mo-
tion and the refracted light direction, an approximate shape
of the object can be estimated. Agarwal et al [AMKB04]
used the optical flow method to track and simulate the refrac-
tive effect of a transparent object from a video sequence of
the object in front of a moving background. All these meth-
ods involve 3D reconstruction of a transparent object and
their computational complexity is very high. Other studies
on the 3D reconstruction of transparent (or specular) objects
include [MKI04, YIX07, KS08].

3. Refractive Vector Field For Environment Matting

The environment matting equation introduced in [ZWCS99]
is

C = F +(1−α)B+
m

∑
i=1

ρiM(Ti,Ai) (1)

where C, F and B are the colors of image, foreground, back-
ground respectively, α is the opacity value of the foreground
object, ρi is the reflectance that describes the contribution
of light emanating from the environment to the object, M is
the “texture-mapping operator" calculating the average color
of region Ai in background texture Ti, and m is the num-
ber of the structured background textures. The region Ai is
specified by the center c = (cx,cy) and the size w = (wx,wy)
where wx and wy are the dimensions in x− and y−directions.

The approach in [CZH∗00] simplifies the environment
matting equation by making some assumptions with a focus
on the refraction effects of the transparent object. With the
assumption that the object is colorless and specularly refrac-
tive, the term F +(1−α)B can be ignored. While only one
specially designed background is used in the matte acquisi-
tion process, the summation and the script i can be dropped
and M(T,A) ≈ T (c). Thus the environment matting equa-
tion is simplified as

C = ρ ·T (c) (2)

which implies that the refracted light seen from one point of
the transparent object comes from only one point (or region)
of the background, as illustrated in Figure 1. Based on (2), c
and ρ are extracted, which are treated as the matte data. This
approach is simple and it can capture environment matting
data in real time with a one-shot picture of the object against
a specially designed backdrop. Essentially, it establishes a
point-to-point (or region) mapping between the object and
the background plane. However, when the distance between
the object and the background plane is changed, such map-
ping has to be rebuilt, which means that we have to repeat the
complicated and time-consuming data acquisition process.

In this research, we propose a new idea to solve the above

Figure 1: Illustration of a refractive light route.

problem, which is to calculate a new geometry element
(rather than c) as the matte . Let us consider the ray originat-
ing from the camera and casting to a point on a transparent
object (see Figure 1), which enters the object and eventually
exits the object towards the background. This ray route is the
reverse of an actual light originating from the background
and finally entering into the camera after refraction. Here we
are interested in the last transportation route (from the ob-
ject to the background) of the ray, which we call a refractive
vector. Note that by this definition the refractive vector can
be specified by a point and a direction. It is not simply a free
vector. For each point (or pixel) on the foreground transpar-
ent object, there exists a corresponding refractive vector. All
these refractive vectors form a refractive vector field, which
we choose as our new representation of environment matte.
The refractive vector field can be regarded as an attribute
of the foreground transparent object since it depends on the
object and is independent of the background. In the follow-
ing we describe how to represent, compute and extract the
refractive vector field.

3.1. Refractive vector calculation

Suppose we have two samples which are the shots of a trans-
parent object against the background at two different dis-
tances. Denote the distances between the object and the two
backgrounds by d1 and d2, respectively. Considering a fore-
ground pixel (x,y) in the two pictures, if the corresponding
regions in the first and second backgrounds that contribute
to the color of this pixel are centered at coordinates (c1x,c1y)
and (c2x,c2y), then (c2x−c1x,c2y−c1y,d2−d1) is the direc-
tion of the refractive vector (see Figure 2).

Next we need to choose a point on the refractive vector.
For simplicity, we choose the point at which the refractive
vector hits on the foreground plane and call it a starting
point. If we let the foreground plane hava a z−coordinate
of 0, then by some calculations we obtain the starting point
(x0,y0,0) = ( d2c1x−d1c2x

d2−d1
,

d2c1y−d1c2y
d2−d1

,0). The refractive vec-
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Figure 2: Computing a refractive vector shown in a dash
line.

tor is thus described by parametric equation as

P(t) = (x0,y0,0)+(c2x− c1x,c2y− c1y,d2−d1)t

where t is a distance parameter.

In practice, we can let the difference between d1 and d2
be fixed (say d = d2− d1). Then we only need to store the
first two components of the starting point and the direction
of the refractive vector, which form a 4D vector (x0,y0,c2x−
c1x,c2y− c1y). We denote this 4D vector by R(x,y), which
is the representation of our proposed refractive vector.

Once the refractive vector is extracted, for a new back-
ground with a distance of d3 to the object, we can easily
find the corresponding mapping center (c3x,c3y) in the new
background for foreground point (x,y):

(c3x,c3y) = (x0,y0)+
d3
d

(c2x− c1x,c2y− c1y) (3)

3.2. Refractive vector field extraction

Now let us look at how we can extract the refractive vector
field of a transparent object. During the data acquisition pro-
cess, we fix the distance between the camera and the object
while placing the background (a monitor) at two different
distances. For each distance, we adopt the simplified envi-
ronment matting model (2) proposed in [CZH∗00] to calcu-
late the corresponding mapping center c in the background
and ρ for each pixel of the object, which requires only two
images, with and without the transparent object in front of
the specially designed background (a planar slice through
the RGB cube). Once the two mapping centers are found, we
can compute the refractive vector using the proposed method
introduced in Section 3.1. In this way, we extract the entire
refractive vector field for the foreground object, which re-
quires only two pairs of images in total.

(a) Noise effects (b) Error effects (marked)

Figure 3: Artifacts in environment matting [DCZ09].

4. Piecewise Refractive Vector Field Fitting

Ideally, with the established refractive vector field, we
should be able to composite the transparent object into any
new background image. However, the pre-generated vector
field usually contains a quite significant number of artifacts,
which are brought in from the data acquisition and matte
extraction process. Figure 3 shows examples of directly re-
using the pre-generated refractive vector field for composi-
tion. In the figure, some marks are added to show the direct
vectors from the red points on the transparent object to the
corresponding mapping points in blue on the background.

Artifacts in the extracted refractive vector field can
roughly be classified into noises that are small perturba-
tion existing randomly in the whole refractive vector field
and errors that are salient outliers in some local regions and
are generated because of some assumptions of the approxi-
mate model or processing. Some approaches have been de-
veloped to remove such artifacts. For example, Chuang et
al [CZH∗00] used the anisotropic filtering method [PM90],
which can remove noises after several iterations but is
not suitable for removing errors. While most environmen-
tal matting methods handle those artifacts equally, Duan et
al [DCZ09] proposed a method to treat them differently. The
method identifies errors as the outliers in each horizontal
line. A weighed curve fitting method is used to fit the di-
rect vector field in each horizontal line with lower weight
assigned to error vectors. The method can obtain a visually
satisfactory result but it is limited to some symmetric situa-
tions.

In this section, we present a piecewise fitting method to
remove both noises and errors of the refractive vector field.
The method consists of region segmentation which decom-
poses the whole foreground area into some regions that have
relatively consistent refractive vectors, and B-spline fitting
which fits a 4D B-spline surface to the refractive vector field
for each region. It is worth pointing out that in this method
each region is independently fitted by a B-spline surface
and there could be discontinuities around the region bound-
aries. Some feature-preserving boundary smoothing meth-
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ods may be used for blending region boundaries. However,
since the regions are obtained by the region segmentation
process based on the refractive vector variance and the re-
fractive vector field may not be continuous from one region
to another, it is not very necessary to make a transition be-
tween regions to make the field continuous around the region
boundaries. Our experiments also show that adding bound-
ary smoothing does not render apparent visual improvement.

4.1. Region segmentation

The purpose of region decomposition is to segment the
whole foreground object area into some regions such that
each of the regions has consistent refractive vectors. The pro-
cess of region segmentation is imperative because it affects
the effectiveness of the subsequent B-spline surface fitting.
In this research, we adopt MeanShift algorithm [CM02] to
classify all refractive vectors and segment the whole refrac-
tive vector field into sub-regions based on a metric that con-
siders both the distance of two pixels and the difference of
their refractive vectors. To avoid over-segmentation, we also
merge some small regions after the MeanShift segmentation
by comparing the mean value and variance of the refractive
vectors of small regions.

4.2. B-spline fitting

Consider a region Ω ∈ R2 which is a part of the foreground
area. The extracted refractive vector field over Ω is denoted
by R∗, which may contain noises and errors. Thus R∗ can
be written asR∗ =R+E+N , whereR, E andN stand for
the ideal refractive vector field, errors and random noises,
respectively. Our goal is to recover R, the target refractive
vector field that does not have artifacts. This is very diffi-
cult or even impossible if an analytical solution is sought.
Therefore we consider this artifact removal task as an en-
ergy minimization problem, that is to minimize

∑
(x,y)∈Ω

(‖∆R(x,y)‖2 +λω(x,y)‖R∗(x,y)−R(x,y)‖2) (4)

where ∆ is the Laplacian operator over the refractive vec-
tor field, the first item is for the smoothness of the refrac-
tive vector field, the second item is to maintain data fidelity
during the minimization process, λ is a trade-off factor (in
this work, we set λ = 10), and ω is a weight for each re-
fractive vector. This is a typical weighted least square fit-
ting [Die81,HH74]. If the weights are appropriately chosen,
the solution of (4) could be a good approximation to the ideal
R.

The choice of weight ω(x,y) is crucial to the final solu-
tion. This is because the weight reflects the importance of a
refractive vector. As verified in [DCZ09], it is better to give
the highest weight, a lower weight, and the lowest weight
to regular refractive vectors, noise vectors, and error vectors
than to treat them equally in [CZH∗00]. In this way, the er-
ror refractive vectors will be ignored in the fitting procedure,

and through the energy minimization, the corrupted error re-
fractive vectors can be pulled back towards the regular ones.

In particular, since refractive vectors come from the re-
fraction phenomena, the change of the refractive vectors in
a smooth region should be consistent, which is mentioned as
the criterion of “smooth change" in [DB03]. For point (i, j)
in a certain smooth region, if the average of the refractive
vectors in that region is denoted by R̄(i, j), we measure the
local consistency at (i, j) as

L(i, j) = ‖R(i, j)−R̄(i, j)‖. (5)

The value of L(i, j) can be used to detect whether there exist
severe errors in the extracted refractive vector field. If L(i, j)
is above a certain threshold (say, 2×‖R̄(i, j)‖), such a re-
fractive vector is considered to be an error vector to which
zero weights should be given. Moreover, considering that
transparent objects such as glass are typically of piecewise
smooth shape, it is reasonable to assume that the refractive
vector field is locally smooth. We measure the smoothness
of a refractive vector R(x,y) at coordinates (i, j) through
calculating the difference of the 4D vector R(x,y) and its
neighbors:

S(i, j) = ‖R(i, j)− 1
4 ∑

(i∗, j∗)∈N1(i, j)
R(i∗, j∗)‖ (6)

where N1(i, j) denotes the 1-ring neighbors of point (i, j) and
‖ · ‖ is the L2 norm. The smaller S(i, j) is, the smoother
the refractive vector field is at point (i, j). Thus S(i, j) can
be used to estimate the significance of the noises in the ex-
tracted refractive vector field and the weight ω(i, j) should
be calculated based on it. Therefore we define the weight for
each vector by

ω(i, j) =
{

0, i f L(i, j) > threshold
exp(−αS(i, j)), i f L(i, j)≤ threshold

(7)
where α is a pre-defined constant and we set α = 0.1 in all
our experiments.

To find a reasonable R from the minimization problem,
we let the solution space consist of bicubic B-spline sur-
faces. The mathematical equation of a parametric tensor
product B-spline surface R(x,y) is

R(x,y) =
nx

∑
i=1

ny

∑
j=1

ri, jNi(x)N j(y) (8)

where ri, j are the B-spline coefficients to be determined;
nx,ny are the numbers of the B-spline coefficients in x− and
y−directions, respectively, which are initially chosen to be
the maximum of 4 and one-tenth of the dimension of the re-
gion and then are adaptively adjusted during the fitting pro-
cess according to the fitting error [Die81]; Ni(x) and N j(y)
are normalized cubic B-spline functions [De 72]. Substitut-
ing (8) into (4), taking the partial derivatives of (4) with re-
spect to ri, j , and letting them equal zero lead to a system of
linear equations. The solution to the linear system gives the
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(a) Fruit background (b) Text background

Figure 4: Two backgrounds used in the experiments.

optimal B-spline surface, from which the target refraction
vector filed R can be recovered.

5. Experiments

We are now ready to summarize our transparent object mat-
ting and compositing method. First, we capture the images
of the specially designed background at two different dis-
tances, with and without a transparent object in front of the
background. Then we extract the refractive vector field as
the matte for the transparent object. Next we apply piece-
wise B-spline fitting method to remove the artifacts of the
refractive vector field. After that, we can perform composit-
ing for any background at any distance away from the ob-
ject. That is, given an arbitrary background at any distance,
we can composite the transparent object into the background
to synthesize a new image.

We compare our algorithm with the previous methods and
also compare the compositing results with the ground truth.
The comparisons are performed on both real captured trans-
parent objects and a synthetic model. The synthetic transpar-
ent object is created using 3DS Max, whose material prop-
erties are set to be colorless and specularly refractive, which
satisfy the assumptions and requirements of the real-time en-
vironment matting algorithm [CZH∗00]. The object is then
rendered in 3DS Max and the images generated are used as
the inputs to our method or as the ground truth. To better il-
lustrate the accuracy of the recovered refractive vector field,
we choose two background images as the compositing back-
ground: the first one is a fruit background (Figure 4(a)) and
the second one is a text background image with many letters
(Figure 4(b)). Both background images contain much struc-
ture information, which helps to demonstrate the accuracy of
the output refractive vector field. The more accurate refrac-
tive vector field we recover, the more structure details we
can see in the area of the transparent object.

5.1. Accuracy

To verify the effectiveness and the accuracy of our proposed
piecewise B-spline fitting method, we compare our method,

the anisotropic filter method [CZH∗00], the vector fitting
method [DCZ09], and the ground truth. Figures 5-8 are com-
positing examples of synthetic or real captured transparent
objects with or without severe artifacts in the initially ex-
tracted environment matte data. In these figures, the first
row shows the results of intermediate steps: the initially ex-
tracted refractive vector field, the segmentation result, and
the weights in which the dark intensity indicates the severe
noises or errors in the extracted environment matting data.
The vector field is visualized by a color map in which the
red and green channel values correspond to the x and y di-
rection values after normalization. The second row shows
the refined vector fields and the third row (or the fourth row)
is for the compositing results. The results in the first, second,
third, and fourth columns are generated by the anisotropic
filter method [CZH∗00], the vector fitting method [DCZ09],
and the proposed method, and the ground truth, respectively.

Figure 5 shows the compositing results of a synthetic
transparent glass with two different background images. Fig-
ures 6 and 7 are examples of a real transparent object cap-
tured in two different orientations. These three examples
all contain significant amount of noises and errors in the
initially captured refractive vector field data, which can be
seen from the weights or the initial vector fields. For the
anisotropic filter method, we can see that the result vector
fields are still full of artifacts, especially in the regions with
severe errors. This is because the anisotropic filter method
can only eliminate noises but not errors. For the vector fit-
ting method, it can remove both noises and errors simultane-
ously, but it only identifies and rectifies errors in each hor-
izontal line. Moreover, the vector fitting method fails when
the axial symmetry assumption is not satisfied (see images in
Figure 7). Compared with these two methods, the proposed
method can identify and eliminate artifacts globally and the
compositing results are more accurate and clearer, even in
error regions.

Figure 8 shows another real captured example, in which
the extracted environment matte data contain only a small
number of noises. In this case, all the three methods can pro-
duce visually satisfactory results, but in general our method
still produces a more accurate and smoother result which is
very close to the ground truth, especially around the edge
regions.

5.2. Comparison with the simple scaling method for
distance-varying backgrounds

Now we consider composition with distance-changeable
backgrounds, for which the state-of-the-art method needs to
repeat the entire matte acquisition process for each new dis-
tance. In contrast, for our approach, the matte acquisition
and the refractive vector field recovery process only need to
be performed once. Based on the recovered refractive vector
field, we can generate the compositing result for any back-
ground and any distance in a very convenient way. For com-
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Figure 5: Compositing results of a synthetic transparent glass model with two different backgrounds.

submitted to COMPUTER GRAPHICS Forum (3/2011).



8 Q. Duan, J. Zheng and J. Cai / Flexible and Accurate Transparent-object Matting and Compositing Using Refractive Vector Field

In
te

rm
ed

ia
te

R
es

ul
ts

Initial Vector Field Segmentation Weights

V
ec

to
rF

ie
ld

W
ith

Te
xt

B
ac

kg
ro

un
d

Anisotropic filter Vector fitting Proposed method Ground truth

Figure 6: Compositing results of a real captured transparent goblet whose extracted matte data contain severe artifacts.
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Figure 7: Compositing results of the transparent goblet captured in a different orientation. The extracted environment matte
data also contain severe artifacts.
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Figure 8: Compositing results of a real captured transparent bowl, for which the extracted environment matte data are quite
clean.

parison, we implement the simple scaling method, which
scales the background to an appropriate size as the input for
the method of [CZH∗00]. The simple scaling method im-
plicitly assumes that the foreground pixel lies on the refrac-
tive vector, which is generally not true as shown in Figure 1.
Therefore the simple scaling just gives an approximation of
the refraction effect. Figures 9 and 10 show the composition
results with different distances between the transparent ob-
ject and the background plane. Compared with the ground
truth rendered by 3DS Max, apparently our approach simu-
lates the distance-changing effect better and produces more
visually pleasing results.

6. Limitations

In our experiments, all objects are assumed to be colourless
and specular refractive. This is because the real-time envi-
ronment matting method [CZH∗00] that we used to extract
matte data under two background distances adopts a simpli-
fied environment matte model with such assumptions. More

general methods of extracting the initial environment matte
may remove this limitation.

In addition, since our proposed method uses region seg-
mentation and B-spline fitting to recover the refractive vec-
tor field, it is assumed that the refractive vector field should
be piecewise smooth. In case that the field of a certain trans-
parent object does not have such smoothness property or the
field is over-segmented too much due to the very compli-
cated geometry of the transparent object, the method may
not work very well. For example, Figure 11 shows a trans-
parent dragon model that has a lot of geometry variance in
the surface. Our method produces a smooth composition re-
sult while the ground truth contains a lot of fine refractions.

7. Conclusion

In this paper we have described a method for flexible and ac-
curate transparent object matting and compositing. We have
introduced a refractive vector field as a new representation
of environment matte, which allows us to easily composite a
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Figure 9: Compositing results with a fruit background placed at different distances.
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Figure 10: Compositing results with a text background placed at different distances.
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(a) Our Result (b) Ground Truth

Figure 11: An example for which the proposed method does
not work well.

transparent object into an arbitrary new background placed
at any distance. Such flexibility cannot be provided by the
existing environment matting algorithms, which require to
repeat the whole complicated and time-consuming matting
extraction process for any new distance. Moreover, to pro-
vide accurate environment matte data, we have also pro-
posed a piecewise vector field fitting algorithm using bicu-
bic B-splines, which can eliminate both noises and errors
efficiently. Compared to the previous methods, our approach
can produce more robust and accurate compositing results.

Note that the refractive vector field introduced in the pa-
per describes the light interaction between objects and the
environments. It would be interesting to extend this new rep-
resentation to handle more general situations that include
common transparent objects and other objects with light in-
teraction properties such as light refraction, reflection and
scattering. In addition, most environment matting algorithms
judge the quality of the compositing results simply based on
how the results visually look like the ground truth. When
the ground truth (real captured image or rendered image) is
available, existing objective metrics such as MSE and PSNR
might be used to evaluate the matting and compositing per-
formance. However, it is observed that the recovered struc-
ture information in the compositing results is usually crucial
to the appearance, which is not well measured by those ex-
isting metrics. Therefore how to properly evaluate various
environment matting and compositing methods warrants fu-
ture investigation.
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