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Abstract— A cross-layer design for optimizing 3D wavelet
scalable video transmission over the IEEE 802.11e networks is
proposed. A thorough study on the behavior of the IEEE 802.11e
protocol is conducted. Based on our findings, all timescales rate
control is developed featuring a unique property of soft capacity
support for multimedia delivery. The design consists of a macro
timescale and a micro timescale rate control schemes residing
at the application layer and the network sublayer respectively.
The macro rate control uses bandwidth estimation to achieve
optimal bit allocation with minimum distortion. The micro rate
control employs an adaptive mapping of packets from video clas-
sifications to appropriate network priorities which preemptively
drops less important video packets to maximize the transmission
protection to the important video packets. The performance is
investigated by simulations highlighting advantages of our cross-
layer design.

Index Terms— Wireless LAN, Network performance analysis,
Scalable video, Multimedia transmission.

I. INTRODUCTION

AS a result of the high performance to price ratio, the IEEE
802.11 based wireless local area networks (WLANs)

have been massively deployed in public and residential places
for various wireless applications. Given the growing popu-
larity of real-time services and multimedia based applica-
tions, it has recently become more critical to tailor IEEE
802.11 medium access control (MAC) protocol to meet the
stringent requirements of such services. The IEEE 802.11
working group has developed a new standard known as the
IEEE 802.11e [1] to provide the quality of service (QoS)
support. The IEEE 802.11e defines a single coordination
function, called the hybrid coordination function (HCF), which
includes two medium access mechanisms: contention-based
channel access and controlled channel access. In particular,
the contention-based channel access is referred to as enhanced
distributed channel access (EDCA), which extends the legacy
distributed coordination function (DCF) [2] by providing the
MAC layer with per-class service differentiation.

Among various applications, video streaming is one of the
most attractive applications for WLANs. However, due to the
characteristics of wireless networks such as high error rate,
limited bandwidth, time-varying channel conditions, limited
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battery power of wireless devices, and dynamic network users,
wireless video streaming faces many challenges. From the
application-layer coding point of view, wireless streaming
requires video coding to be robust to channel impairments
and adaptable to the network and diverse scenarios. Here
comes out the need for video adaptation. In general, video
adaptation can be implemented in many ways such as bit-
stream switching [3] and transcoding [4]. Scalable video
coding (SVC) [5] is the latest video coding technique designed
for video adaptation. SVC provides great flexibility in video
adaptation since it only needs to encode a video once and the
resulted bitstream can be decoded at multiple reduced rates
and resolutions.

Recently, we have seen extensive studies [6], [7], [8], [9] on
streaming scalable video over lossy networks. The common
idea is to use unequal error/loss protection (UEP/ULP), i.e.
giving the more important information more protection, to
explore the fine granularity scalability provided by SVC. Such
an ULP idea has been implemented differently in different
network layers. For example, in the application layer or the
MAC layer, the ULP is often provided through using different
FEC codes [7] or different ARQ strategies [8]. In the network
layer, the DiffServ is often used to provide the ULP [9].
There are also quite a few physical layer approaches such
as using OFDM to provide different physical channels with
different priorities [10], unequally distributing transmission
powers [11], and using differential modulations. Most of
these existing ULP approaches only consider a single end-to-
end connection and focus on optimally distributing network
resource among different priorities under the constraint of a
fixed total network resource. However, from the entire network
point of view, the resource distribution in one connection is not
independent of other competing connections. In other words,
the ULP adjustment at one user will affect other competing
users. Thus, the ULP strategy for one user should aim at not
only maximizing its own video quality but also minimizing
the bad effect to other users.

In designing a cross-layer QoS support for video streaming
over WLANs, it is necessary that the understanding of video
streaming characteristics and network behavior are developed.
Under a microscopic investigation, we evaluate the EDCA
behavior, propose an appropriate video streaming technique,
and introduce a practical cross-layer design to achieve opti-
mized video streaming over WLANs. We first recognize the
importance of all timescale rate control and its direct influence
to the video quality. Based on that, we propose a macro and
a micro rate control schemes in terms of timescale at the
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application layer and network sublayer respectively.
At the application layer, the macro rate control minimizes

the distortion of the video quality given the bandwidth con-
straint by optimal bit allocation in our considered SVC. At
the network sublayer, the micro rate control performs further
rate cut by packet drops when network experiences congestion
before the application can react with the macro rate control.
Through an adaptive QoS mapping, the micro rate control
enforces ULP that preemptively sacrifices video packet with
low importance to protect the transmission of those with high
importance. This combination ensures optimization of video
streaming over the IEEE 802.11e WLAN.

The rest of the paper is organized as follows. Section II
provides overviews of the IEEE 802.11e EDCA and SVC
operations. In Section III, a thorough study on the EDCA
is presented, followed by the detailed description of our
cross-layer design. Section IV presents the experiment results
highlighting the benefits of our proposed design.

II. BACKGROUND

A. Overview of IEEE 802.11e EDCA

In the IEEE 802.11e standard, the EDCA mechanism ex-
tends the DCF access mechanism to enhance the QoS support
in the MAC-layer through introducing multiple access cate-
gories (ACs) to serve different types of traffic. In particular,
a node implementing IEEE 802.11e MAC protocol provides
four ACs that have independent transmission queues as shown
in Fig. 1. Each AC, basically an enhanced variant of the DCF,
contends for transmission opportunity (TXOP) using one set
of the EDCA channel access parameters including
• CWmin: minimal Contention Window (CW) value for a

given AC. Assigning a smaller value to CWmin gives a
higher TXOP. Each AC is given a particular CWmin.

• CWmax: maximal CW value for a given AC. Similar to
CWmin, CWmax is also assigned on a per AC basis.

• AIFSN : arbitration interframe space number. Each AC
starts its backoff procedure after the channel is idle for a
period according to AIFSN setting.

• TXOPlimit: the limit of consecutive transmission. Dur-
ing a TXOP, a node is allowed to transmit multiple data
frames but limited by TXOPlimit.

Note that if the backoff counters of two or more ACs co-
located in the same node elapse at the same time, a scheduler
within the node treats the event as a virtual collision. The
TXOP is given to the AC with the highest priority among the
colliding ACs, and the other colliding ACs defer and try again
later as if the collision occurred in the medium. Details of the
IEEE 802.11e MAC protocol operation is described in [1]. In
short, through differentiating the services among multi-class
traffic, EDCA provides a certain level of QoS in WLANs for
multimedia applications.

B. Scalable Video Codec

Various scalable video coding schemes have been proposed
in the literature. Some of them are based on the traditional
hybrid video coding scheme, such as MPEG-4 FGS. Many
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Fig. 1. The four access categories in an EDCA node.

others utilize wavelet transform, either entirely based on 3D
wavelet or combining wavelet transform with motion com-
pensated predictive coding [12], [13]. Up to now, the lifting
scheme of the motion compensated temporal filtering (MCTF)
proposed in [14] has become a popular approach for temporal
decomposition since it can efficiently explore multiple-frame
redundancies which is hardly achievable by conventional
frame-to-frame (MPEG-4) or multiframe prediction (H.264)
methods.

On the other hand, the development of scalable image
coding is much more advanced than scalable video coding.
The latest image coding standard, JPEG2000 [15], provides
a highly scalable (including component, quality, spatial and
positional scalability) and also highly efficient (in terms of
rate-distortion or R-D performance) image codec. It is based
on the concept of Embedded Block Coding with Optimal
Truncation (EBCOT) [16]. In this paper, in order to enable
the easy adaptation of wireless video streaming, we develop a
simple scalable video coding scheme based on the integration
of MCTF and JPEG2000. By exploring the unique features of
MCTF and JPEG2000, the proposed codec not only achieves
a competitive R-D performance but also has the property of
high scalability.

Figure 2 shows the structure of the developed encoder, and
the decoding process simply follows an inverse procedure. The
entire encoding process consists of three main components:
MCTF, spatial coding and optimal bit truncation. In particular,
each color component (YUV) of the original frames Fk is
first filtered using MCTF with 5/3 wavelet. MCTF is applied
iteratively to the set of low-pass bands in order to provide
multiple frame rates in the final scalable bitstream. Through
MCTF, we generate the motion vectors and many temporal
bands (T-bands). Each T-band can be treated as an individual
image. Then, JPEG2000 is used to encode these T-bands into
multiple quality layers, each of which has a R-D value. After
removing those non-feasible truncation points, optimal bit
truncation is performed to reach the given target bitrate. The
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final video bitstream consists of the MV information generated
by MCTF and the JPEG2000 bitstream for each T-band.

Fig. 2. The encoding structure.

III. CROSS-LAYER DESIGN

Employing a cross-layer based design for multimedia trans-
mission over a network is a common approach to enhance the
overall QoS support of the traffic delivery usually measured
by video quality. Such a design introduces additional functions
to build linkage between two protocol layers of different
responsibilities with a single goal of achieving optimized mul-
timedia delivery. In [17], the authors discuss various possible
approaches to achieve cross-layer QoS design. Differentiating
by the design emphasizes, the authors classify the cross-layer
QoS design into five categories summarized as follows.
• Top-down approach relies on the higher layers to op-

timize their parameters and the parameters of their next
lower layer in a top-down manner.

• Bottom-up approach lets the lower layers insulate the
higher layers from losses and bandwidth variation.

• Application-centric approach uses either top-down or
bottom-up approach to allow the application layer opti-
mizing the lower layer parameters one at a time. However,
due to the slower timescales in the application layer
operation, this approach may not be optimal at all time.

• MAC-centric approach considers the passing of traffic
information and requirements from the application layer
to the MAC layer allowing the MAC layer to optimize
the transmission. However, the approach is effective only
when the application layer sets requirements that can be
met by the MAC layer which is not a necessity in practice.

• Integrated approach mixes and matches the above ap-
proaches to provide a combined strategy for cross-layer
QoS design.

Aiming to achieve a certain QoS support for multimedia
delivery over the recently standardized EDCA operation in the
IEEE 802.11e WLAN, it is important to understand the unique
characteristics of EDCA. Attributed to its shared broadcast
channel and contention based characteristics, we acknowledge
the volatility of the IEEE 802.11e WLAN. Besides, congestion
collapse, which is a common threat to contention based
protocols, is likely to occur in the IEEE 802.11e WLAN under

extreme load condition. We found that scalable video codec
which provides high flexibility over rates and quality control
serves as a good candidate for multimedia delivery over the
IEEE 802.11e WLAN.

As the scalable video and EDCA are designed with no
knowledge of each other, hence the marriage of the two
requires additional entities to provide cross-layer cooperation.
Our cross-layer design although adopts the complex integrated
approach, the design complication is kept to minimum for op-
eration practicability and implementation easiness. Targeting at
achieving optimal video quality delivery using scalable video
codec over EDCA, the design also features the so called soft
capacity property, which adaptively sacrifices video quality of
each existing user to accommodate new comers to the network.

Our cross-layer design uses rate control to optimize quality
performance for multimedia delivery over EDCA. The appli-
cation layer and network sublayer cooperate to decide the
optimal transmission strategy for the scalable video stream.
The common knowledge of the two layers is the available
bandwidth which is the main factor dictating the employed
transmission strategy at each layer. In brief, based on the
detected network available bandwidth at the network sublayer,
the application layer decides the encoding strategy and pro-
duces video streams that fit into the available bandwidth with
the best possible video quality. However, the slower timescales
at the application layer makes it difficult to respond to rapid
bandwidth variation. To cope with this bandwidth variation at a
smaller timescale, especially a sudden downside change in the
available bandwidth, using the traffic information passed down
from the application layer, the network sublayer reacts with
a further transmission rate adjustment subjected to minimum
distortion. This design of rate controls, where the application
layer and the network sublayer perform macro and micro rate
controlsrespectively, provides all timescale rate adaptation for
multimedia delivery over EDCA.

Figure 3 presents the block diagram of our design. The
application layer consists of two components, namely optimal
bit allocation and SVC packetization with relative priority
index (RPI). The macro rate control is achieved by the
coordination between the bandwidth estimation and optimal
bit allocation components, where bandwidth estimation com-
ponent measures the availability of the network capacity
and indicates it to the optimal bit allocation component for
distortion minimization. The micro rate control is achieved by
the coordination between the SVC packetization with RPI and
adaptive QoS mapping components, where each video packet
is marked with an RPI indicating its importance, then the
adaptive QoS mapping adaptively directs the packets to the
appropriate EDCA prioritized queues for transmission so as
to maximize the transmission of important video packets.

There is a number of cross-layer studies for multimedia
transmission over QoS enabled networks [9], [18], [19],
[20], [21]. Many of these designs either employ application-
centric or MAC-centric approach. In contradict, we propose
an integrated approach where coordination crosses two layers
of the application layer and the network sublayer. In the
following subsections, we first study the characteristics of
EDCA, leading to the proposal of the macro and the micro
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Fig. 3. Block diagram of the proposed cross-layer QoS design.

TABLE I
IEEE 802.11E MAC PROTOCOL SYSTEM PARAMETERS

Access AIFSN CWmin CWmax Queue Maximum
category length retry limit, r

AC3 2 7 15 25 8
AC2 2 15 31 25 8
AC1 3 31 1023 25 4
AC0 7 31 1023 25 4

rate control schemes for our design. An available bandwidth
estimation method is introduced, followed by the description
of the optimal bit allocation and packetization with priority in
3D wavelet SVC, and finally the design of the adaptive QoS
mapping.

A. Study of the IEEE 802.11e EDCA characteristics

Scalable video traffic consists of packets carrying video
information of different importance indicated by RPI. These
packet transmissions must receive according error and loss
protections to exploit the scalable video benefit. Using the
characteristics of the EDCA queues, we design a stream
mapping strategy that adaptively maps packets of scalable
video traffic onto two EDCA queues with ULP. We choose
AC2 as one of the queue since its default purpose is to carry
video traffic. AC1, which is used for best effort according
to the IEEE 802.11e standard, is another chosen queue. It is
used here to carry less important scalable video traffic. Packets
mapped onto AC1 are prepared to make sacrifices in forms
of packet drops under heavy network load conditions. These
sacrifices make room for more important video packets to be
transmitted successfully, and hence achieving higher QoS of
video transmissions.

To understand the EDCA queue characteristics, we extend
our earlier developed Markov Chain model [22] for the
IEEE 802.11e EDCA performance analysis under saturation
traffic condition to include the non-saturation traffic condition.
We consider the IEEE 802.11e system parameters listed in Ta-
ble I. These constants follow the latest standard [1] whenever
specified, otherwise, typical values applied.

According to our previous study in [22], due to the different
AIFSN values standardized for AC2 and AC1, two Markov

Chains are developed, referred as Chain A and Chain B, to
model the backoff procedure of AC2 and AC1 respectively.
The following list defines the variables in a particular chain
associated with a certain AC.

Wj,i : The backoff window size at stage j of ACi, where Wj =
2min(j,m)(CWmin + 1) and CWmin of the associated
AC is specified in the IEEE 802.11e standard (see also
Table I).

mi : The maximum backoff stage of ACi. That is, Wm =
CWmax + 1 where CWmax of the associated AC is
specified in the IEEE 802.11e standard (see also Table I).

ri : The maximum retry limit of ACi. We follow the value
specified in [21] (see also Table I).

ui : The probability that after a successful transmission
by a node using ACi, its queue remains empty after
either an idle or a busy slot duration. This input variable
provides unsaturation load adjustment of a node. Setting
this probability to zero reduces the Markov Chain model
to that of the saturation load condition.

pi : The probability that a transmission of ACi suffers a
collision.

q1 : The probability that a transmission does not occur in
a slot given that the previous slot is busy. This variable
only applies in Chain B.

q2 : The probability that a transmission does not occur in
a slot given that the previous slot is idle. This variable
only applies in Chain B.

Figures 4-5 show the developed Markov Chain for AC2
and AC1. The state {i, j} in Chain A or the state {i, j, k} in
Chain B corresponds to the situation where a node currently
carries value j in its backoff counter at the ith backoff stage,
except for j = −1 which indicates that there is no packet
awaiting for transmission in the node. Due to the different
AIFSN settings in AC2 and AC1, an additional state variable
k in Chain B is introduced to model the different actions
that AC1 takes when the channel is detected to be busy
and idle. Details of this explanation are given in [22]. We
reuse the analytical approach and extend the model to include
unsaturation traffic consideration. We achieve this by adding
an extra state {0,−1} or {0,−1, 0} into Chain A or Chain B
respectively. The new balance equations for the two chains are
presented in the following.

Let αi,j(p, u) be the stationary distribution of Chain A
given that the collision and unsaturation probability for the
associated AC are p and u respectively. Owing to the chain
regularities and imposing the stationary probability normaliza-
tion, we have

α0,0(p, u) =
{

( ιr+κ
ξ + u

1−u )−1, r ≤ m

( ιm+κ+ν
ξ + u

1−u )−1, r > m
(1)

where ξ, ι, κ, and ν are given by

ξ = 2(1− 2p)(1− p)
ιr = W0(1− (2p)r+1)(1− p)
ιm = W0(1− (2p)m+1)(1− p)
κ = (1− 2p)(1− pr+1)
ν = W02mpm+1(1− 2p)(1− pr−m)

(2)
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Similarly for AC1, let βi,j,k(p, u, q1, q2) be the stationary
distribution of chain B given p, u, q1 and q2, we obtain

β0,0,0(p, u, q1, q2) ={
( (1+q1−q2)ιr+(1+q1+q2)κ

q1ξ + u
1−u )−1, r ≤ m

( (1+q1−q2)(ιm+ν)+(1+q1+q2)κ
q1ξ + u

1−u )−1, r > m
(3)

where ξ, ι, κ, and ν are given by (2).
Using the developed Markov Chain results, in the following,

we analyze the system performance. In this analysis, we
restrict our study on only AC2 and AC1 for formulation clarity,
although as in [22], a complete model for all four ACs of

EDCA can be formulated. In our case, AC2 uses Chain A
while AC1 uses Chain B. As in [22], the probabilities τ2 (τ1)
that a node of AC2 (AC1) transmits in a slot is given by

τi =





(1−p
ri+1
i )β0,0,0(pi,ui,q1,q2)

(1−pi)PI
, i = 1

(1−p
ri+1
i )α0,0(pi,ui)

1−pi
, i = 2

(4)

The probability τ1 is conditioned on the probability that the
previous slot is an idle slot as transmissions by AC1 nodes
cannot occur after a busy slot. The probability PI that a slot
is idle is

PI = q1PB + q2PI =
q1

1 + q1 − q2
, (5)

where the probability PB that a slot is busy given by PB =
1− PI .

Let the number of nodes accessing the network of ACi be
ni where i = 1, 2, the collision probability pi, considering
also the virtual collision, can be written as

pi =



1− (1− τi)ni−1
∏

x 6=i(1− τx)nx , i = 1
(1−∏

x≤i(1− τx)nx−1
∏

x>i(1− τx)nx)PB

+(1−∏
x≤i(1− τx)nx−1

∏
x>i(1− τx)nx)PI , i = 2.

(6)
Similar to [22], for AC1, q1 and q2 can be expressed by

q1 = (1− τ2)n2 ,

q2 =
∏2

i=1(1− τi)ni .
(7)

Equations (4)-(7) form a set of non-linear equations that can
be computed numerically where ui and ni are the inputs of
the system. The input ui describes the unsaturated probability
of a node given a total of ni statistical identical nodes of ACi
in the network where i = 1, 2.

Three quantities of our main interest from the above anal-
ysis are PI , PC , and PS describing the probabilities that
a particular slot is idle, contains a collision, and carries a
successful transmission, respectively. PI is given in (5) and
PC = 1 − PI − PS . PS = PS1 + PS2 where PSi is the
probability that a slot carries a successful transmission from
ACi. PSi can be determined by

PSi =





niτi(1− τi)ni−1
∏

x 6=i(1− τx)nx , i = 1
niτi(1− τi)ni−1

∏
x 6=1,i(1− τx)nxPB

+niτi(1− τi)ni−1
∏

x6=i(1− τx)nxPI , i = 2.
(8)

Given the above results, two important performance mea-
sures, namely the throughput and the packet loss probability
of ACi denoted by Ui(u2, n2, u1, n1) and Li(u2, n2, u1, n1)
can be computed by

Ui(u2, n2, u1, n1) = PSiE[P ]
PIσ+PSTS+PCTC

Li(u2, n2, u1, n1) = pi
ri+1

(9)

where σ, E[P ], TS and TC are the duration of an idle slot,
the average duration of frame payload, successful transmission
and collision, respectively. Table II summaries the duration
constants according to the IEEE 802.11e standard. We consider
only the basic access method due to our considered small video
packet size in the practical situation. The detailed computation
of the duration is available in [22]. With the above derivation
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TABLE II
IEEE 802.11E TIMING CONSTANTS FOR BASIC METHOD

Description Value
Channel bit rate 11 Mbps

Idle slot duration, σ 20 µs
Successful transmission duration, TS E[P ] + 131.8182 µs

Collision duration, TS E[P ] + 93.1818 µs

of performance measures, we complete the description of our
Markov Chain modeling for the IEEE 802.11e MAC protocol.

We first evaluate the service rates differentiation of the
standardized IEEE 802.11e MAC protocol using the developed
model. The service rates in different EDCA queues are mainly
dictated by their contention window sizes and AIFSN settings.
To analyze the service rate differentiation between AC2 and
AC1, we compare the saturation throughput between AC2 and
AC1 under various network load conditions. The saturation
load condition is considered because it stresses the queue
utilization and the channel usage, and threatens packet loss,
which is of our main interest of study. The number of saturated
nodes directly dictates the load of the network. Varying the
number of saturated nodes gives a range of network load
conditions. The network load condition can also be indicated
by the collision probability, where with a low (high) number
of saturated nodes, the collision probability that a packet
suffers is low (high) indicating light (heavy) network load.
Fig. 6 plots the service ratio of the throughput of AC2 to
that of AC1 versus the collision probability of AC2. The
collision probability of AC2 is a more accurate measure in this
study because it counts only the external collision probability
whereas that of AC1 includes also the internal collision which
is termed the virtual collision in the IEEE 802.11e standard.

2

2.5

3

3.5

4

0 0.2 0.4 0.6 0.8 1
p

S
er

vi
ce

 R
at

io
  .

Fig. 6. The ratio of the throughput of AC2 to that of AC1 in an EDCA node
under various network load conditions.

As shown in Fig. 6, the service ratio ranges from two to
four under various load conditions. This means that AC2 is
capable of transmitting two to four times faster than AC1
thus achieving service differentiation. This result provides a
guideline for the design of mapping from the priority of
scalable video traffic to the priority of the two considered
EDCA queues. To optimize the queue usage in the system, it is
necessary that packets in both queues be built or cleared up at
a similar rate. Since our result as presented in Fig. 6 suggests

that AC2 is capable to transmit more packets than AC1 in a
given time interval, it is expected that more packets should be
queued in AC2 than in AC1. Moreover, based on the EDCA
queue metrics, AC2 and AC1 should serve high and low
prioritized packets of the scalable video traffic respectively.

However, maintaining the same utilization in the queues of
AC2 and AC1 provides unbiased loss protection to the two
queues since both queues are equally likely to drop packets
under heavy load condition. To facilitate ULP in EDCA for the
scalable video traffic, our mapping design considers a lower
ratio of throughput of AC2 to that of AC1 than the service
ratios presented in Fig. 6. Theoretically, any value below the
presented curve may be adopted yielding different levels of
inequality in loss protection. In order not to differ too far
from the theoretical results so as to maintain certain optimality
in queue utilization, we choose the service ratio two as our
mapping strategy. In other words, with our design, AC2 is
responsible for the top 2/3 scalable video traffic in terms
of the priority, while AC1 is responsible for the remaining
bottom 1/3 traffic. Since our mapping inserts lesser traffic to
AC2 than the suggested optimum value, packet built-up rate
in AC2 is slower, and hence packets queued in AC2 receive
higher protection from overflow at the expense of the lower
protection to AC1. It is thus expected that under heavy load
conditions, overflow is likely to occur in AC1 before AC2.
However, occurrence of overflow in AC2 is inevitable if the
service ratio of the mapping remains unchanged. To tackle
this problem, we further introduce an adaptiveness into our
mapping design described in Subsection III-E to reduce the
chances of overflow in AC2.

To further strengthen the ULP in EDCA, we follow the
design in [21] that different maximum retry limit settings
are applied to different EDCA queues. We demonstrate the
effectiveness of this property in Fig. 7 by comparing the
probabilities of packet loss as a result of maximum retry
limit of the two queues under various network load conditions
measured by the collision probability. As shown in the figure,
especially in the range of small p values, the packet loss
probability of AC2 remains closed to zero whereas that of AC1
becomes perceptible as early as p = 0.2. This comparison
of packet loss rates between AC2 and AC1 also justify the
effectiveness of the MAC-centric approach for the cross-layer
design in [21].

Another important characteristics of the IEEE 802.11e MAC
protocol is the congestion collapse phenomenon which occurs
in all contention based protocols. Attempting to avoid colli-
sions when their are likely to occur, the modern design in the
IEEE 802.11e MAC protocol has eased but not eliminated
congestion collapse from occurring. In the IEEE 802.11e
MAC protocol operation, heavy load pushes up the chances
of transmission collision on the channel. If load continues to
increase, even more transmission collisions occur forcing the
protocol to operate at a lower throughput level. To illustrate
this phenomenon, in Fig. 8, we plot the channel capacity versus
the number of nodes each transmitting 500 kbps traffic on
AC2. The numerical computation for this study is described
as follows where the throughput for a network consisting n2



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. X, NO. XX, XXX 2007 7

0

0.05

0.1

0.15

0.2

0.25

0.3

0 0.2 0.4 0.6 0.8 1
p

P
ac

ke
t l

os
s 

pr
ob

ab
ili

ty
   

.

AC1

AC2

Fig. 7. Packet loss probability comparison between AC2 and AC1 in an
EDCA node under various network load conditions.

nodes, S(n2) expressed in Mbps, is given by

S (n2) =
{

0.5n2,∃u2 such that U2 (u2, n2, 0, 0) = 0.5n2

U2 (0, n2, 0, 0) , otherwise
(10)

where u2 is the probability in the range [0, 1] that after its
successful transmission, the queue of a node remains empty
after either an idle or a busy slot duration. In Fig. 8, two
curves are presented where the solid line describes overall
channel throughput on the primary y-axis while the dotted line
draws throughput of each node on the secondary y-axis. As
can be seen from the figure, the current IEEE 802.11e with the
considered system parameters can only support a maximum of
11 nodes transmitting 500 kbps each. Beyond this point, the
offered load to the network exceeds that it can support, hence
all nodes enters the saturation state. Under the saturation load
condition, further increase in the number of nodes pushes the
protocol to operate at an even lower channel throughput. This
clearly shows the IEEE 802.11e MAC protocol is not immune
from congestion collapse.

Nevertheless, contention based protocols can be controlled
to ease congestion collapse. Lam et al. presented one of
the first classical papers in [23] discussing the stability of
contention based protocols dated back in the mid-1970s. The
IEEE 802.11e MAC protocol uses binary exponential backoff
for this purpose, however, this backoff mechanism is ag-
gressive and inaccurate in estimating the available bandwidth
which causes high wastage due to collisions under the heavy
load condition. Our aim is to achieve better congestion control
through a micro and a macro rate control schemes so as to
improve the stability of the IEEE 802.11e MAC protocol even
under the heavy load condition.

It is indicated in Fig. 8 that the network enters saturation
when the number of nodes increases higher than 11. In particu-
lar, for 20 nodes, the saturation throughput is around 3.6 Mbps
(also indicated as point B in Fig. 9). Our next study varies
u2 and plots the throughput versus collision probability for 20
nodes on AC2, precisely, U2(u2, 20, 0, 0) which is given in (9).
Varying u2 is equivalent to adjusting the source transmission
rate of each node. The result is depicted in Fig. 9. As shown
in the figure, the protocol may achieve as high as 6 Mbps
(indicated as point A in Fig. 9). To achieve that, the collision
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Fig. 8. Capacity of the IEEE 802.11e WLANs versus the number of nodes
with each transmits 500 kbps.

probability must be maintained at a relatively low level, which
is around 0.2 in this case. This operating point is obtained
when each of the 20 nodes transmits 300 kbps. Comparing to
the result given in Fig. 8, when each node attempts to transmit
500 kbps, the actual data rate for each node is only just below
200 kbps because each node suffers packet loss with a rate
just over 300 kbps. Hence controlling the source transmission
rate helps reduce the collision probability leading to a higher
operational throughput.
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Fig. 9. Throughput versus collision probability for 20 active nodes.

In summary, the above study has revealed several impor-
tant characteristics of EDCA for cross-layer design, namely
(i) EDCA may facilitate ULP via a mapping scheme; (ii) the
ULP may be further enhanced by adjusting maximum retry
limit settings for each EDCA queue as in [21]; (iii) despite
the likelihood of congestion collapse, EDCA may operate at its
highest achievable throughput by rate control in each source.
Addressing to these findings, in our cross-layer design, we de-
velop an adaptive mapping scheme and a rate control strategy
in both the micro and the macro timescales accordingly.

B. Bandwidth Estimation in EDCA

Bandwidth estimation is an important component in our
cross-layer design. The application layer and network sublayer
depend on this estimation to achieve rate control and optimize
QoS. The main role of the bandwidth estimation is to passively
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measure the network condition during a macro interval and
provide estimation of available capacity that a node can access
in the next macro interval. There are several methods proposed
in the literature, from the earlier work of Cprobe [24], to
some popular proposals of Spruce [25], Pathload [26], to
some recent development of Probegap [27], wireless traffic
probe [28] and IdleGap [29]. While many of them deal with
bandwidth estimation of a communication path in a wide
area network (WAN), wireless traffic probe and IdleGap are
specifically designed for the IEEE 802.11 DCF MAC protocol
with different approaches.

Our design adopts IdleGap [29] to estimate the network
bandwidth availability. However, the estimated available band-
width will be shared among all nodes, thus the bandwidth
accessible by each node is usually lower. To ensure that each
node only utilizes its share of the available bandwidth, we
introduce a simple method described as follows. We first notice
that multimedia transmissions usually occurs in a form of
continuous streams. The detection of a video packet from a
node indicates the participation of multimedia transmissions.
Hence we propose that during a macro interval, not only a
node estimates the network available bandwidth, R̃, using
IdleGap, it also detects and counts the number of different
nodes, Ñ , that transmit AC2 packets. Using the two quantities,
also including itself as a transmitting source, R̃/(Ñ + 1)
represents the estimated available bandwidth for a node in the
next interval. If a node also transmitted T̃ video traffic during
the current macro interval, then by the end of the current
interval, the node estimates its available bandwidth, R, for
the next interval simply by

R = T̃ +
R̃

Ñ + 1
. (11)

C. Optimal Bit Allocation in SVC

The problem of optimal bit truncation can be summarized as
follows. Given the estimated bandwidth R from the network
sublayer, how to optimally truncate each T-band JPEG2000
stream so that the overall distortion can be minimized. Given
three types of scalabilities, there are many ways to allocate
bits among T-bands by making trade off among frame rates,
spatial resolution and SNR of individual frames. However, an
optimal tradeoff among the three scalabilities is still an open
question. In practice, this multiple scalability tradeoff problem
is simplified due to the constraints of mobile devices. For
example, spatial resolution is constrained by the screen size
of mobile device and frame rate is limited by the processor
speed. In this paper, we assume the spatial resolution is fully
determined by the screen size of mobile devices, and we use a
simple threshold-based approach to tradeoff among temporal
scalability and SNR scalability. In particular, We mainly use
the SNR scalability to match the estimated network bandwidth.
Only at very low bit rate, when the individual frame quality
becomes lower than a pre-defined PSNR threshold, we reduce
the frame rate to increase the quality of individual frames.

Considering each T-band JPEG2000 stream contains a num-
ber of quality layers whose corresponding rates and distortions

are known, for simplicity we directly use these quality lay-
ers of JPEG2000 streams as the available truncation points
although JPEG2000 provides even finer truncation points. In
this way, we formulate the optimal bit truncation problem for
the SNR scalability as

min
LB,C

Dtotal =
∑

C

∑

B

WC ·GB ·DLB,C ,B,C , (12)

subject to

Rtotal =
∑

C

∑

B

RLB,C ,B,C < Rtarget −RMV , (13)

where LB,C denote the quality layer L in the T-band B of the
color component C, RLB,C ,B,C and distortion DLB,C ,B,C are
the corresponding rate and distortion up to the quality layer
LB,C , RMV is the bits consumed by motion vectors, and GB

is the energy gain associated for the T-band B and WC is the
weight (WC = 1 by default) for each color component if we
want to assign the YUV components with different priorities.
GB is determined by the filter coefficients and the level of
MCTF that the T-band belongs to. For example, with four
levels of MCTF and the common 5/3 filter, the energy gain is
{5.06,2.43,1.62,1.08,0.72} for LLLL, LLLH, LLH, LH, and
H band respectively [30].

Similar to the optimal truncation used in JPEG2000 [16],
this constrained minimization problem can be converted into
an unconstrained problem by introducing a Lagrange multi-
plier λ, i.e.

min
LB,C

J = Dtotal + λ · (Rtotal −Rtarget). (14)

Note that not all the quality layers of each T-band are feasible
truncation points because the rate-distortion curve of the
JPEG2000 stream is not strictly convex. Those unfeasible
truncation points need to be removed so that the remaining
truncation points will form a convex curve. In order to find
the optimum λ for a given bit-rate Rtarget, we apply a binary
searching method based on the rate and slope information,
where the slope for a truncation point h of T-band B is
calculated as

Slopeh
B = WC ·GB · Dh−1,B,C −Dh,B,C

Rh,B,C −Rh−1,B,C
. (15)

We would like to point out that the resulted video bitstream
by the above optimal bit allocation algorithm is actually a
variable bit rate (VBR) bitstream with an average bit rate of R
since the optimal bit allocation algorithm only minimizes the
average distortion under the constraint of a total bit budget. A
burst of packets may be generated at one time and passed to the
MAC layer immediately for transmission. Since MAC layer
is often implemented in firmware with very limited resources
including buffer size, a burst of packets may cause unnecessary
buffer overflow at the MAC layer. As such we apply the
optimum bit allocation to each small time interval Tinterval

independently. In other words, the T-bands in each Tinterval

is allocated a total bandwidth of R ·Tinterval. A leaky bucket
is further applied to smooth out the bit rates allocated to each
T-band. In this way, for an estimated network bandwidth R
for a node, the application layer will generate a corresponding
CBR-like bit stream to the bottom layer.
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D. SVC Packetization with Relative Priority Index

For the packetized video transmission, T-band streams and
MV data need to be assembled into individual network pack-
ets. In this paper, we simply put different color component
into different packets and place motion vectors into the first
packet of their associated temporal high bands. The size of a
packet is limited by a predefined maximum packet size Psize.

In order to provide adaptive QoS mapping in the network
sublayer, it requires the application layer to provide the relative
priorities of video packets. In this research, we apply the
concept of relative priority index proposed in [9] to categorize
different video packets. In particular, the authors in [9] focused
on a specific type of RPI, relative loss index (RLI), and calcu-
lated the RLI by summarizing the normalized “video factors”
(e.g. number of Intra-coded MB, motion vector magnitude,
etc) with appropriate weighting as

RLIi =
NV F∑
n=1

Wn × V Fn
i

mn
i

(16)

where NV F stands for the number of video factors to be
considered, Wn is the corresponding weight factors, V Fn

i

is the magnitude of video factor V F activity n in the i-th
packet, and mn

i is the sampling mean of V Fn up to the
i-th packet. The problem of such a general RLI model is
that it can hardly approximate the actual loss impact in MSE.
In [19], the authors extended their method to provide a more
systematic RPI association by proposing a complicated MB-
based corruption model. However, even with the new model,
it is still not easy to estimate the loss impact of one packet
to the MSE of the received video due to the drifting problem
caused by the close-loop prediction in hybrid video codecs
such as H.263.

It is relatively easy to approximate the packet loss impact for
our developed SVC. This is because the open-loop structure of
MCTF significantly reduces the effects of the drifting problem.
In particular, the loss impact of a packet is defined as the
corresponding distortion increase in reconstructed video in the
case that the packet is lost while all other packets are correctly
received. Mathematically, the loss impact of the i-th packet in
the T-band B of the color component C is calculated as

WC ×GB × (Di−1,B,C −Di,B,C). (17)

Moreover, in order to enable smooth adjustment of the QoS
mapping in the network sublayer, we map the loss impact
values obtained in Eq. (17) into integer RPI values (e.g. 0-
63 with 8 bits representation), and also uniformly distribute
the integer RPI values into different packets. The detailed
procedure of generating RPI values is summarized as follows.
First, we sort all the packets according to their calculated loss
impact values in a decreasing order. Then, for each packet i,
we identify its position Posi in the sorted list. Assuming the
RPI values ranging from 0 to M−1, we define that the packets
with smaller RPI value are more important. For a total number
of N packets, we calculate RPI as

RPIi = bPosi/N × (M − 1)c. (18)

Figure 10 shows an example of the loss impact results in
MSE for different packets1. From the figure, we can see that
some packets have extremely large loss impact. These packets
are the first packets of each T-band stream, and their loss will
cause the entire T-band undecodable.
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Fig. 10. An example of the loss impact results.

E. Adaptive QoS mapping algorithm

As another important task in the network sublayer, adaptive
QoS mapping provides the essential ULP function to increase
protection for important video traffic delivery at the expense
of losing less important video traffic. The QoS mapping refers
to the mapping from the priority of scalable video traffic to the
priority of the two considered EDCA queues, AC2 and AC1.
Mapping of cross-layer priorities allows the traffic to be treated
differently for different levels of protection. Through the level
of the inequality, the amount of sacrifices of the low priority
traffic group in terms of packet drops can be induced, which
in turn controls the total volume of traffic transmitted on the
broadcast channel. With this approach, we achieve micro rate
control in an indirect manner during a macro interval, and we
ensure that dropped packets are most likely to occur at AC1.

Earlier our EDCA characteristics study reveals the service
rate ratio of AC2 to AC1 and proposes the service ratio for
the mapping to be set to two for ULP. As a result, 2/3 of the
top prioritized scalable video traffic will be transmitted via
AC2, and the remaining traffic will be transmitted via AC1.
Packet drops are inevitable due to the variation in bandwidth
usage of the IEEE 802.11e WLAN within a macro interval.
If such event is not attended, under extreme conditions where
the available bandwidth plunges dramatically, some level of
packet drops may also occur at AC2 which may result in some
significant drop in the video quality. It is therefore necessary
to adjust the level of loss protection using packet drop event as
an indicator by, for example, strengthening the loss protection
at AC2 upon a detection of packet drops.

In the macro control, the application controls the source
rate based on the bandwidth estimated from the network
sublayer within an interval. With the advantage of knowing
the total volume of generated traffic from the application

1We use the CIF Table-tennis sequence with two-level MCTF, a bit rate of
600kbps, a packet size of 500 bytes and Tinterval = 32/30 seconds.
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TABLE III
DESCRIPTION OF ADAPTIVE QOS MAPPING ALGORITHM

Let SRPI denote the set of RPI values.
Let v̂i denote the remaining traffic volume of each RPI (in bits).
Let Λ denote the mapping pointer where packets with RPI ≤ Λ is

inserted to AC2 queue, otherwise, they are inserted to A1 queue.

procedure ComputePointer(v̂i)
v̂ := Σiv̂i

return max(i) such that Σiv̂i ≤ 2
3
v̂

end

procedure PacketDepartureEvent(i, s)
// Packets departing the network may be due to either a

successful transmission or a loss.
// i is the RPI of the departing packet.
// s is the size (in bits) of the departing packet.
v̂i := v̂i − s
Λ = ComputePointer(v̂i)

end

procedure StartMacroIntervalEvent(c)
// c is a vector containing the expected traffic volume

of each RPI during a macro interval.
for each i in SRPI do

v̂i := ci

end for
Λ = ComputePointer(v̂i)

end

within a macro interval, our adaptive QoS mapping attempts
to maintain a two to one service ratio of AC2 to AC1 for the
mapping based on the remaining traffic volume rather than the
fixed total traffic volume. The mapping point hence floats and
changes based on the situation of the network condition. Our
proposed QoS mapping algorithm is detailed in Table III.

For the sake of understanding, we provide the illustration
with a simple example to show the adaptiveness of the
mapping adjustment. In Fig. 11, curve (i) describes the initial
distribution of RPI at the start of a macro interval with a total
volume of, say 500 kbits. After a certain period of time, some
packets are successfully transmitted and some are dropped
due to congestion. Since the ULP is in place, the packet
drops should occur for those with higher RPI indicating lower
importance. Curve (iii) shows the remaining traffic volume
whereas curve (ii) depicts that without the packet drops for
comparison. Since the distribution curve has lower tail, after
that period, the new mapping pointer covering the 2/3 of the
area measured from the left under curve (iii) shifted leftward
to a lower RPI value according to our design. With this ad-
justment, lesser packets will be inserted to AC2, and its queue
will experience overflow with an even lower probability, hence
achieving higher loss protection. This adjustment of mapping
pointer is further illustrated in an experiment presented in
Section IV showing the adaptiveness of the QoS mapping.

IV. EXPERIMENTAL RESULTS

In this section, we present the performance of the 3D
wavelet SVC over the IEEE 802.11e WLANs. In our experi-
ments, we consider the first 256 frames of the “Table-tennis”
CIF sequence as our video source. The sequence is repeatedly
transmitted for simulation time requirement. Two levels of
MCTF decomposition is used during encoding of the video.
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Fig. 11. Illustration of the proposed adaptive mapping scheme.

The maximum video packet size is set to 500 bytes. The RPI
ranges between 0 and 63. The macro interval is set to 32/30
seconds. We take the Y component PSNR as our video quality
measurement.

The experiments are conducted using ns2. The
IEEE 802.11e settings follow the latest standard presented in
Table I. The performance is also compared with DCF and
EDCA. The former refers to the legacy DCF with setting
following the IEEE 802.11b standard [2], and the latter refers
to the EDCA using AC2 for video transmission with no
cross-layer consideration. Our considered network is a single
hop private infrastructure WLAN. This setup allows us to
focus solely on the WLAN. Two scenarios are performed to
show the behavior and the benefits of our cross-layer design.

A. Case 1: Soft Capacity Illustration

This experiment starts with a node, say node-0, transmitting
a certain rate of video traffic. For every four macro interval
duration, a new video node is added to the WLAN, until the
number of nodes reaches 15 in the WLAN. In addition to the
“Table-tennis” CIF sequence, here we also conduct experiment
using “foreman” CIF sequence to test the sensitivity of our
scheme on a different content.

For our proposed scheme, we consider that the macro rate
control ranges from a minimum of 500 kbps to a maximum
of 1 Mbps. A comparison is made with the performance
results from that of DCF and EDCA. For PSNR performance
comparison, the sent video PSNR is also measured as a
benchmark. This PSNR measure represents the optimal PSNR.

Figures 12-13 plots the PSNR performance measured at
node-0 under DCF and EDCA respectively. Two fixed source
rates, which are 500 kbps and 1 Mbps, are used. As can
be seen, DCF supports merely three (seven) nodes for the
case of 1 Mbps (500 kbps) of video source rate before the
PSNR plunges quickly due to network congestion. A simple
calculation reveals that the maximum achievable network
throughput is no more than 4 Mbps. Similar observation is
made for EDCA as indicated in Fig. 13. The results also show
the maximum achievable network throughput of no more than
4 Mbps. This result is consistent with our earlier analytical
finding in Fig. 9 that when source rate is left uncontrolled,
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Fig. 12. PSNR performance of received video for DCF.

the network may be pushed to saturation where the protocol
operates at a lower throughput level.

For our scheme, since the macro rate control is in place,
each node varies its source rate according to the estimated
available bandwidth from no less than 500 kbps to no more
than 1 Mbps. A node always starts from the maximum
specified rate of 1 Mbps. The performance result is presented
in Fig. 14. An immediate comparison among Figs. 12-13
shows the performance advantage of our cross-layer design.
The soft capacity property of our scheme is also clearly
illustrated. As can be seen from Fig. 14, when the network
consists of a small number of nodes, each node receives
high quality video streams. As the simulation progresses, the
number of nodes increases, all nodes adapt themselves to the
changed network condition to accommodate more nodes by
reducing the sending rate. Our earlier study of EDCA capacity
presented in Fig. 8 indicates that EDCA may only support 11
nodes transmitting 500 kbps each, even though we specify
our minimum macro rate to 500 kbps, the micro rate control
preemptively drops video packets of low importance via AC1
so that the quality of the video streams maintained even at 15
nodes. In terms of the PSNR performance between the two
different sequences, similar results are reported. We see that
our scheme always provides better PSNR performance than
the other two methods.

To further illustrate the performance advantages of our
scheme, we compare the packet loss ratio (in percentage) in
Figs. 15-17. As shown in the figures, DCF and EDCA share the
similar behavior in terms of packet loss ratio. With no cross-
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Fig. 13. PSNR performance of received video for EDCA.
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Fig. 14. PSNR performance of received video for our cross-layer design.
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Fig. 16. Packet loss ratio for EDCA.

layer consideration, important video packets may be dropped
and hence quality of video streams cannot be maintained when
packet loss occurs. On the other hand, the ULP in our adaptive
QoS mapping protects video packets on AC2 by sacrificing
packets on AC1. There is hardly any loss experienced at
AC2. Figure 18 depicts the adaptiveness of the mapping. The
mapping pointer is reset at the beginning of every macro
interval, but quickly adapts downwards to a lower value for a
greater protection to AC2 when the packet loss occurs. This
operation happens more frequently as the network approaches
congestion.

We further plot the packet loss ratio from the application’s
point of view in Fig. 19. For clarity of presentation, instead of
showing the packet loss ratio of all 64 RPIs, we partition them
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Fig. 17. Packet loss ratio for our cross-layer design.
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Fig. 18. Illustration of the QoS adaptive mapping in our cross-layer design.
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Fig. 19. Packet loss ratio of video packets observed at the video client.

into three groups and compare the packet loss ratio among
groups. As can be seen, groups of lower importance suffers
high packet loss compared to that of higher importance.

Figure 20 shows the action of the macro control in our
cross-layer design. We see that as more nodes are added to
the network intensifying the contention for bandwidth, the
detected available bandwidth drops, and hence the source rate
at node-0 slowly decreases from the initial maximum rate of
1 Mbps to the eventual minimum rate of 500 kbps.

B. Case 2: Competition with Best Effort Traffic

Since our scheme also uses AC1 for the transmission of
video traffic, where AC1 is designed for best effort traffic,
the study of performance in the presence of best effort is
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Fig. 20. Illustration of macro rate control in our cross-layer design.
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Fig. 21. Comparison of PSNR for various schemes for simultaneous
transmission of video and best effort traffic.

necessary to show the minimum influence of our scheme to the
concurrent best effort traffic transmission. In this experiment,
we consider four video sources, each with a fixed sending rate
of 700 kbps. For our scheme, the minimum and maximum
rates at the application layer are set to 700 kbps preventing
a node from adjusting. This achieves consistency among all
schemes for a fairer comparison.

Moreover, the simulation duration is set to 14 seconds. Best
effort traffic in a form of CBR packets at rate 600 kbps is
injected at each video node into the network at five seconds
after the simulation has started. Figure 21 shows the PSNR
comparison among DCF, EDCA and our scheme, with the
sent PSNR as the benchmark. As can be seen, while others
suffer quality drop when best effort traffic is introduced into
the network, the best effort traffic has little influence to our
scheme. In fact, packet loss does occur in our scheme, how-
ever, due to the ULP, dropped packets are of low importance,
and hence impact to the quality is kept minimum.

For the best effort traffic, from the simulation, we recorded
that 394 kbps, 184 kbps, and 211 kbps of traffic per node
was transmitted in DCF, EDCA and our scheme respectively.
Comparing the best effort traffic volume, DCF ranked the
highest. This is because there is no differentiation between the
video and best effort traffic in DCF, hence direct competition
between the two traffic types occur with each receives its
fair share. On the other hand, we notice that EDCA ranked
the lowest. This is because EDCA parameter settings provide
much higher TXOP to AC2 compared with that of AC1 which
chokes traffic of AC1. Our scheme, although does not allow
as much best effort traffic as that of DCF to be transmitted
in the network, offers larger volume of best effort traffic
to be transmitted than that of EDCA. This shows a higher
friendliness of bandwidth sharing for our scheme compared
to that of the IEEE 802.11e standard.

V. CONCLUSION

In this paper, we introduce a cross-layer design that
achieves all timescales rate control for optimizing 3D wavelet
scalable video transmission over the recently standardized
IEEE 802.11e networks. We studied thoroughly the character-
istics of the IEEE 802.11e MAC protocol. Based on our find-
ings on the analysis, we designed a rate control scheme that

offers all timescales rate control. Four important components
were developed, namely (i) the network estimation component
that estimates the available bandwidth, (ii) the optimal bit
allocation component that achieves minimum distortion given
the bandwidth constraint obtained from the network estimation
component, (iii) the SVC packetization with RPI that marks
the importance of video packets, and finally (iv) the adaptive
QoS mapping component that provides different levels of
loss protection to different prioritized video packets. The
interaction of the four components provide a macro timescale
and a micro timescale rate control schemes.

Computer simulation was carried out to investigate the per-
formance of our proposed design. Experimental results show
that our scheme outperforms all other considered methods
including DCF and the standardized EDCA with no cross-
layer consideration. Moreover, the results also indicate the
optimality of our design as it maintains a high received video
PSNR that is closed to the measured sent video PSNR.

In addition, the soft capacity property of our design was il-
lustrated showing that using the proposed rate control scheme,
our design can accommodate more users by lowering the
PSNR of each user. The macro rate control, ULP and adap-
tive QoS mapping were also demonstrated. Moreover, in
the presence of best effort traffic, the experimental results
further suggest that our design achieves better friendliness of
bandwidth utilization than the current IEEE 802.11e standard.
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